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immediate visual stimulation during the waiting period. Hoerger
and Mace (2006) found that preference for immediacy correlated
with measures of activity and attention in the classroom. Neef
et al. (2005) found that children with ADHD were most influenced
by reinforcer immediacy and quality and least influenced by rate
and effort, whereas the choices of the non-ADHD group were
most influenced by reinforcer quality. Aase and Sagvolden (2006)
demonstrated that children with ADHD produced more variable
responding under conditions of infrequent reinforcement, but not
frequent, reinforcers. In contrast to these studies, Scheres et al.
(2006) found no difference between children with ADHD
and controls in a temporal or probabilistic reward discounting
task, although they suggest possible methodological explanations
for this.

Altered reinforcement mechanisms appear to be a consistent
finding in children with ADHD and may be a central component of
the disorder. Like executive function deficits, altered reinforcement
mechanisms are not specific to ADHD and need not be present in all
cases. They may, however, explain a number of ADHD symptoms.
Reinforcement mechanisms in general may also involve many brain
regions. However, key parts of the neural mechanism for rein-
forcement have a relatively well-defined neural basis. It is possible
to produce specific alterations in reinforcement processes by
manipulations of a single neurotransmitter system; behavioural
analysis of reinforcement mechanisms has an extensive history in
the context of animal learning; and it is possible to do behavioural
experiments in which the effects of reinforcement are measured in
humans. Because of its fundamental nature, reinforcement mech-
anisms can also be studied in simpler animal models which
maintain relevance to humans. Therefore, the remainder of this
review will focus on the neural mechanisms of reinforcement and
how they may be altered in ADHD.

4. Proposed neural mechanisms underlying
behavioural features

Alongside experimental studies of cognitive control and moti-
vational processes in children with ADHD, there is an extensive
literature on the neurobiology of these functions. For example, the
behavioural concept of reinforcement has been extensively

researched for over a century and there have been huge advances in
understanding the neural mechanisms involved in processing of
reinforcement. This knowledge can be applied to understanding
differences in the way children with ADHD process reward, and
point to possible neurobiological underpinnings.

The neural circuits that underlie reinforcement have been
studied extensively. A specific neurotransmitter – dopamine – has
been strongly implicated as a mediator of the brain’s reinforcement
signal. The structures that have emerged as playing a central role in
the reinforcement learning mechanisms are those innervated by
dopaminergic projections from the midbrain. Some of these same
structures have been implicated in ADHD. If ADHD involves altered
reward processing, then alterations in dopamine function may
underlie some of the symptoms of ADHD.

Independently of the involvement of dopamine in reinforce-
ment, many pieces of evidence also implicate dopamine in the
pathogenesis of ADHD in other ways: the most commonly used
drug in the treatment of ADHD (methylphenidate/ritalin) acts on
dopaminergic synapses as an indirect agonist; there is a significant
association of ADHD with variants of the dopamine transporter and
dopamine receptor genes; and, imaging studies showing changes in
brain regions activated by dopamine. These findings provide a basis
of the dopamine theory of ADHD.

4.1. Anatomy and physiology of the dopamine system

Dopamine cell bodies lie in the midbrain tegmental area where
they form the pars compacta of the substantia nigra and the ventral
tegmental area of Tsai in the midline (Dahlstrom and Fuxe, 1964).
The terminal areas are continuous over several areas including the
caudate, putamen, nucleus accumbens, amygdala, hippocampus
and the cerebral cortex. Despite this anatomical continuity, medial
and lateral groups are often differentiated, on the assumption that
these are functionally different. Thus the substantia nigra dopa-
mine neurons are held to largely project to the dorsolateral stria-
tum, and to be more involved in motor control, while ventral
tegmental area neurons project more ventromedially and to be
more involved in cognitive or affective function (Lindvall and
Bjorklund, 1974; Ungerstedt, 1971). However, physiological data on
dopamine cell activity in relation to behaviour do not support this

Fig. 1. Illustration of relation between levels of organization. See text for explanation.
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and guanfacine), modafinil, bupropion and antidepressants.

Only some stimulants and atomoxetine are licensed in the EU.
Accordingly, the discussion will focus on these classes.

Table 1 provides a summary of the mechanism of action of
stimulants and atomoxetine whichmay help clinicians facing
some issues and provide answers to patients’ questions in
daily practice.

The first issue in clinical practice is the choice of medica-
tion. Differences exist between the therapeutic effectiveness
of stimulants and atomoxetine. Head-to-head trials
comparing the efficacy of atomoxetine vs psychostimulants
have shown that the former is inferior to stimulants on effi-

cacy endpoints.86,87 According to Heal et al.,88 this could be
accounted for by the fact that, while stimulants lead to an
increase in synaptic concentrations of DA and noradrenaline
throughout the central nervous system, atomoxetine
increases noradrenaline concentrations in multiple brain
regions but leads to an increase in DA only in the prefrontal
cortex. It is also possible that the different pharmacody-
namics of these two classes (i.e., significantly longer time
required for atomoxetine to produce its maximum effect on
noradrenaline and DA efflux compared with stimulants)
account for their different efficacy. Therefore, neurobiological

findings provide support for clinical observations and rein-
force current guidelines suggesting that a stimulant should be

the first choice for the pharmacological treatment of ADHD,

followed by atomoxetine as second line.62

The second issue faced by the clinician is represented by
adverse events during treatment with ADHD drugs. Among
these, the potential for abuse/dependence is of particular
concern. In fact, euphoric properties of stimulants are asso-
ciated only with intravenous injection or nasal inhalation and
not with the usual oral administration. The underlying
neurobiological substrate is the rapid increase of DA efflux in
the nucleus accumbens.88 This is not the case for atom-
oxetine, which does not lead to increasing DA efflux in the
nucleus accumbens.88 This provides a neurobiological expla-

nation to clinical findings from trials reporting lack of
euphoriant properties with atomoxetine and concurs with
guidelines suggesting that it may be an appropriate choice in
patients with ADHD and substance use disorders.89

Genetics has the potential to provide an invaluable contri-
bution to the pharmacological management of ADHD. In
particular pharmacogenomic studies address inter-individual
and developmental variability in the clinical response to
pharmacological agents.However,nopharmacogenomicstudy
has yet identified genes with a strong impact in predicting
responseandsideeffects toADHDmedications, inpartbecause

of methodological inconsistencies, and a lack of knowledge
about the metabolism of methylphenidate (as recently

Table 2 e Anatomical, functional, neurophysiological, neurochemical and genetic correlates of ADHD: an abridged
summary.

Variations in brain anatomy (structural MRI findings)
! Significant decrease in total cerebral and cerebellar volume compared with controls
! Brain abnormalities vs controls observed in frontostriatal areas, temporoparietal lobes, basal ganglia, corpus callosum, cerebellum,

amygdala, hippocampus and thalamus
! Other morphological alterations, such as cortical thinning
! Alterations in structural connectivity (DTI findings)
! Aberrant cortical development and/or delayed normal cortical maturation

Variations in brain functioning (fMRI findings)
! Significant hypoactivation in networks related to executive functions, cognition,

emotion, sensorimotor functions and compensatory hyperactivations in
alternate regions

! Altered/perturbed pattern of functional connectivity, particularly in the default-mode network, vs controls

Neurophysiological features
! Increased theta, and decreased beta, frequencies in EEG recordings vs controls

(elevated theta/beta power ratios)
! Less pronounced responses and longer latencies of event-related potentials, particularly P300, vs controls

Neurochemical factors
! Involvement of dopaminergic and adrenergic systems

B Decreased availability of DA receptor isoforms and increased DAT binding vs controls
B Current ADHD drug therapies block DA and NE reuptake and/or promote their release

! Serotonergic and cholinergic systems may also be involved

Genetic and environmental factors
! Heritability of ADHD: w60e75%
! Involvement in ADHD of genes coding for isoforms of the DA receptor, DA beta-hydroxylase, synaptosomal-associated protein 25,

the serotonin transporter and the serotonin 1B receptor
! Pre-, peri- and post-natal environmental factors account for w20e25% of the aetiology of ADHD

B Most reliable associations with low birth weight/prematurity and exposure to maternal smoking in utero
! Likely contribution to ADHD aetiology of G " E interactions (epigenetic changes in gene expression caused by

specific environmental factors)

ADHD, attention-deficit/hyperactivity disorder; DTI, diffusion tensor imaging; EEG, electroencephalography; fMRI, functional MRI;
G " E, geneeenvironment; MRI, magnetic resonance imaging.
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TABLE 1 Summary of Significant Standard Mean Difference Meta-analyses Findings

Source
Biomarkers

Symbol d p

Significant after
Bonferroni
correction?

Significant
Heterogeneity?

Publication
Bias?

Associated with
Drug

Response?

Associated with
Symptoms
Severity?

Associated with
Neurophysiological/

Cognitive functioning?

Urine NE 0.41 .003 Yes No No Yes: 2 Yes No
Urine MHPG !0.43 .002 Yes Yes No Yes: 2 Yes No
Platelet MAO !1.05 ".0001 Yes Yes No Yes: 1 Yes No
Urine NM 0.51 .05 No Yes No No No No
Urine M 0.45 .009 No No No No No No
Serum ferritin (iron stores) !0.86 .01 No Yes No No Yes Yes
Serum/plasma/urine Zn !0.88 .0003 Yes Yes No No Yes Yes
Saliva Cortisol !0.31 .0001 Yes No No Yes: 1 Yes No

Note: MAO # Monoamine oxidase; MHPG # 3-methoxy-4-hydroxyphenylethylene glycol; M # Metanephrine; NE # Norepinephrine; NM # Normetanephrine; Zn # Zinc.
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Childhood Psychiatric Disorders as Anomalies in
Neurodevelopmental Trajectories

Philip Shaw,* Nitin Gogtay, and Judith Rapoport

Child Psychiatry Branch, National Institute of Mental Health, Bethesda, Maryland

r r

Abstract: Childhood psychiatric disorders are rarely static; rather they change over time and longitudinal
studies are ideally suited to capture such dynamic processes. Using longitudinal data, insights can be
gained into the nature of the perturbation away from the trajectory of typical development in childhood
disorders. Thus, some disorders may reflect a delay in neurodevelopmental trajectories. Our studies in
children with attention-deficit/hyperactivity disorder (ADHD) suggest that cortical development is
delayed with a rightward shift along the age axis in cortical trajectories, most prominent in prefrontal
cortical regions. Other disorders may be characterized by differences in the velocity of trajectories: the ba-
sic shape of neurodevelopmental curves remains intact, but with disrupted tempo. Thus, childhood onset
schizophrenia is associated with a marked increase during adolescence in the velocity of loss of cerebral
gray matter. By contrast, in childhood autism there is an early acceleration of brain growth, which over-
shoots typical dimensions leading to transient cerebral enlargement. Finally, there may be more profound
deviations from typical neurodevelopment, with a complete ‘‘derailing’’ of brain growth and a loss of the
features which characterize typical brain development. An example is the almost complete silencing of
white matter growth during adolescence of patients with childhood onset schizophrenia. Adopting a lon-
gitudinal perspective also readily lends itself to the understanding of the neural bases of differential clini-
cal outcomes. Again taking ADHD as an example, we found that remission is associated with
convergence to the template of typical development, whereas persistence is accompanied by progressive
divergence away from typical trajectories. Hum Brain Mapp 31:917–925, 2010. VC 2010 Wiley-Liss, Inc.

Keywords: magnetic resonance imaging; child development; childhood psychiatric disorders;
modeling

r r

INTRODUCTION: HOW TRAJECTORIES CAN
GO AWRY

Structural brain development in healthy children follows
regionally heterochronous, complex trajectories [Giedd

et al., 1999]. In gray matter development, whether meas-
ured by cortical volume or thickness, there is a phase of
early increase, followed by a late childhood/adolescent
phase of decrease, before the cortex settles into adult
dimensions. White matter has a more sustained pattern of
expansion persisting through adolescence. Given the com-
plexities of these trajectories, it is perhaps not surprising
that they can go awry, resulting in disturbances in cogni-
tion, affect, and behavior.

What can go wrong with a trajectory? First, the trajec-
tory can be intact in the sense that it has the same general
shape as a typical neurodevelopmental curve, but the
curve is shifted along the age axis. An example is given in
Figure 1A. Here the curve is shifted rightward along the
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age axis so that the age of reaching key transition points is
later; in this example, peak values of neuroanatomic varia-
bles are attained at a later age. This implies that the disor-
der is characterized by a delay in the pattern of typical
development. Alternatively, disorders may be associated
with differences in the tempo of neural change; Figure 1B
shows primarily the acceleration of the course of typical
development. Another possibility is more profound devi-
ance, with the trajectory lacking the basic shape of a typi-
cal developmental trajectory (Fig. 1C). In this selective
review, anomalies in developmental trajectories are linked
with various childhood mental disorders. It is important
to stress that this suggested categorization of developmen-
tal trajectory anomalies is preliminary and the anomalies
are not mutually exclusive—a trajectory could incorporate
elements of delay (in the sense that points of curve inflec-
tion occur later) but also be altered in velocity.

The focus throughout this selective review is on neuroa-
natomic findings as this constitutes the bulk of longitudi-
nal neuroimaging in childhood disorders, but findings
from other modalities—of brain function (e.g., functional
MRI, magnetoencephalography, positron emission tomog-
raphy) and ultrastructure (e.g., magnetic resonance spec-
troscopy and diffusion tensor imaging)—will undoubtedly
yield rich insights. The examples of childhood attention-
deficit/hyperactivity disorder (ADHD) and childhood-
onset schizophrenia (COS) predominate, but a similar lon-
gitudinal approach has been used by many other research
groups to give insights into autism [Courchesne et al.,
2007; Hazlett et al., 2005] and neurodegenerative disorders
[Vemuri et al., 2009].

DELAY: SHIFTS ALONG THE AGE AXIS

In research on ADHD, cross-sectional studies have
established that there is global cerebral and cerebellar vol-
umetric reduction in the disorder [Ellison-Wright et al.,
2008; Krain and Castellanos, 2006; Seidman et al., 2005],
with the basal ganglia [Ellison-Wright et al., 2008] and pre-
frontal cortex being most compromised [Valera et al.,
2007]. At least some of these differences are not epipheno-
mena of symptoms as they are found in unaffected rela-
tives [Durston et al., 2004, 2005] and do not seem to be
due to medication [Bledsoe et al., 2009; Semrud-Clikeman
et al., 2006; Shaw et al., 2009]. But what can longitudinal
studies add?

At the NIMH we have collected a large group of chil-
dren and adolescents with ADHD the majority of whom
have had repeated neuroanatomic imaging in tandem with
ongoing clinical assessments. This data allows us to define
neurodevelopmental trajectories and to relate these to cog-
nitive and clinical variables. We have started by examining
cortical and cerebellar trajectories. This is merely a first
step and will be complemented in future work by a delin-
eation of white matter and subcortical trajectories, with an
emphasis on defining the interconnections between growth
patterns of different brain regions.

Before discussing the findings, it is worthwhile to note
that longitudinal studies are not without their limitations:
foremost are problems with retention, and the possibility
of nonrandom loss to follow-up. Gaps in data sets can
appear, often with poorer coverage of younger age ranges
(especially under 6) reflecting the challenges associated
with acquiring high-quality structural neuroimaging data
on the very young, especially those who have problems
lying still. In studies conducted over years, continual
improvements in technology can lead to the complex, but
not insurmountable, problem of integrating data acquired
on different scanners over time.

Despite these issues, longitudinal data are well poised
to capture developmental processes. As an example, in
our studies on cortical development, we have studied cort-
ical thickness, partly as this can be determined by

Figure 1.
How developmental trajectories can go awry. In all examples hy-
pothetical data representing the change in cortical thickness of a
cerebral point is given. (A) The pathological trajectory has the
same form as the typical trajectory but is displaced rightward
along the age axis and so key characteristics such as the age of
peak thickness, shown in the bold arrows, is attained later. (B)
The pathological trajectory has the same form, but changes at a
higher velocity. (C) The pathological trajectory loses the form
or shape of a typical trajectory.
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FIGURE S2 Trajectories of surface area at multiple vertices throughout the striatum. Note: Regions where there was
significant reduction in surface area at study entry are colored (and are shown in Figure 1). There were no significant
group differences in trajectories for all of the dorsal striatal points indicated. Group differences in trajectories were
confined to ventral striatal regions. ADHD ¼ attention-deficit/hyperactivity disorder.
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regions, supporting executive functions.39,40

Dysfunction within this circuit in ADHD has been
demonstrated by fMRI during tasks of attention
andworkingmemory.6,7 Themid-body/tail of the
caudate and posterior–inferior regions of the pu-
tamen also showed fixed surface area reduction in
individuals with ADHD. These regions receive
rich inputs from motor and premotor areas and
parietal somatosensory areas.12,39 Structural
anomalies in this area could contribute to prob-
lems in the planning, control, and execution of
motor behavior that are a hallmark feature of
ADHD.8,9 Hypoactivation in this circuit, specif-
ically in the left putamen and supplementary
motor area, was confirmed in a meta-analysis of
fMRI studies of motor inhibitory control.6 The 2
other surface morphology studies found surface
anomalies in similar regions, a notable conver-
gence in results, given the different approaches to
mapping surface morphology.16,17 It is important
to note that these fronto-striato-thalamic circuits
interact richly with one another, allowing flexible
and adaptive behavior.41 Thus, disruption in 1
striatal region is unlikely to be tied to a single
neuropsychological deficit but instead may have
an impact on many cognitive functions.

Why do ventral striatal regions alone show
diagnostically different trajectories? Nested
within each cortico-striato-thalamic circuit is a
direct pathway (monosynaptically linking striatal
neurons with the internal globus pallidus and
substantia nigra) and an indirect pathway (link-
ing the striatum and internal globus pallidus

through the external globus pallidus and sub-
thalamic nucleus). Dopamine is thought to acti-
vate the direct pathway through D1 receptors
and to inhibit the indirect pathway through D2
receptors.42,43 Different densities of these re-
ceptors throughout the striatum with high levels
of D1 receptor in the medial caudate and limbic
regions could be an important factor in contrib-
uting to the regional differences in growth that
we report.44 Interestingly, the effects of action at
these receptors on behaviors relevant to the
symptoms of ADHD (such as behavioral inhibi-
tion) vary with striatal region. For example, in
rats, antagonists of D1 and D2 receptors in the
dorsal but not ventral striatum have different ef-
fects on behavioral inhibition.45 Other factors
altering dopaminergic tone may also be impor-
tant, such as the relatively low levels of dopamine
transporters in the ventral striatum.46 Animal
studies link cytoarchitectural change with local
perturbation in dopamine concentrations, and
regional differences in dopamine transporter
density might contribute to regional differences
in growth. However, any trophic effects of psy-
chostimulants are likely to be complex, varying
by the mode of administration (chronic versus
intermittent versus acute47-49) and by brain
region.48,50

Striatal projections to the globus pallidus are
topographically organized, and thus we would
expect and indeed found congruence between
changes seen at the striatal and pallidal levels. At
baseline, both the striatum and globus pallidus

FIGURE 4 The emergence of significant group differences in surface area in the ventral striatal region from ages 8 to
18 years. Note: This is derived from the linear mixed model regression by re-centering age from age 8 to 18 years and
illustrates the progression of ventral striatal contraction in attention-deficit/hyperactivity disorder (ADHD).
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Impact of Development on ADHD
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FIGURE 17-16 Impact of development on ADHD. Preschool-age children with ADHD may exhibit hyperactivity
and impulsivity, but inattentiveness may be difficult to identify, as normal development does not lead to sustained
attention until age 6 or 7. By school age, inattentiveness becomes apparent and hyperactivity and impulsivity are
frequently still present. Through adolescence, although inattentiveness remains prominent, hyperactivity and
impulsivity generally decline, and by adulthood ADHD is often characterized only by attentional difficulties. Adults
with ADHD also have a high rate of comorbidities, although it may be that these comorbidities were present
earlier and were simply overlooked as treatment focused on ADHD.

teachers with a high degree of suspicion for the diagnosis, generally requesting a trial of
a stimulant, and usually these are patients without comorbidity. On the other hand, most
adults with ADHD are self-referred and seen by psychiatrists and adult mental and medical
health professionals; adult cases mostly have a comorbid condition that is the focus of
treatment, not the ADHD. Thus, practitioners treating adults may prioritize the treatment
of these other conditions over ADHD (see Figure 17-14) to the extent thatADHD is never
formally diagnosed, nor is it specifically targeted for treatment.

There are also many differences in how ADHD is treated in children and adolescents
compared to adults (Table 17-3). For example two-thirds of all stimulant use for ADHD
is in patients under the age of 18, most of these under the age of 13. Stimulant use falls
off in adolescents and then falls way off in adults. Only one-third of all stimulant use for
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SE .0016) than the persistent ADHD group (right hemisphere,
−.021 mm/year, SE .002, t ¼ 3.28, p ¼ .001; left hemisphere,
−.026 mm/year, SE .002, t ¼ 3.37, p ¼ .0008). This result would
be expected, as this is a categorical re-description of the earlier
symptom score findings. The remitted group also showed a
slower estimated rate of cortical thinning than the typically
developing group (right −.019 mm/year, SE .0009, t ¼ 3.05,
p ¼ .002; left −.024 mm/year, SE .001, t ¼ 3.32, p ¼ .0009). The
typically developing and persistent ADHD group did not differ
significantly in cortical trajectory in this region (all p ! .1). As a
result of these different slopes, the remitted ADHD group
converged to typical dimensions with age, whereas the persis-
tent ADHD group showed a fixed, nonprogressive deficit. Slope

estimates for each group for the remaining cerebral cortical
regions are given in Table S2 in Supplement 1.

Finally, we examined whether any cortical region in the
baseline scans were associated with adult ADHD symptoms. No
regions were found.

We found no higher order interactions between sex, age, and
symptoms in the determination of cortical thickness (Figure S2 in
Supplement 1). The slopes of cortical trajectories also did not
correlate significantly with any measure of baseline symptom
severity (all p ! .1). Results also held when the values of cortical
thickness at the time of the last scan were entered as a covariate.
The pattern of results held when the 21 subjects with any
comorbid conditions were excluded (Figure S3A in Supplement 1).

(C) HYPERACTIVITY-IMPULSIVITY

(B) INATTENTION

(A) TOTAL SYMPTOMS

Figure 2. (A) Regions where the total number of attention-deficit/hyperactivity disorder symptoms in adulthood are significantly associated (p " .05,
adjusted for multiple comparisons) with the cortical trajectories from childhood into adulthood. The association is stronger for inattentive (B) than
hyperactive-impulsive symptoms (C).

Table 2. Magnitude of the Change in Cortical Thinning Associated with Increasing Inattentive Symptom Count

Slope Parameter (mm/Year) Standard Error (mm/Year) t p Cluster Extent (Number of Vertices)

Total Symptoms
Right hemisphere
Medial wall −.00090 .0002 −3.4 .0007 1373
Dorsolateral prefrontal cortex −.0010 .0003 −2.9 .004 365
Inferior parietal lobule −.00084 .0002 −2.3 .02 81

Left hemisphere
Medial wall −.0010 .0002 −4.1 .0001 2249
Postcentral gyrus −.0087 .0002 −3.3 .0009 359

Inattentive Symptoms
Right hemisphere
Medial wall −.0018 .0004 −4.1 .0001 3131
Dorsolateral prefrontal cortex −.0019 .0006 −3.1 .002 415
Inferior parietal lobule −.0014 .0005 −2.2 .01 50

Left hemisphere
Medial wall −.0019 .0004 −4.4 .0001 4694
Postcentral gyrus −.0017 .0004 −4.1 .0001 1353

The slope parameter indicates the change in cortical thinning accompanying each increase of one symptom of attention-deficit/hyperactivity disorder.
The negative values indicate that increasing numbers of attention-deficit/hyperactivity disorder symptoms are accompanied by an increase in the pace of
cortical thinning. The standard error of the slope parameter and associated t value are given along with the spatial extent of the regions shown in
Figure 2.
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followed the pattern of results found in the analyses based
on symptom scores. Thus the persistent ADHD group had
lower FA than the remitted group in adjusted analyses in the
bilateral inferior fronto-occipital, the right superior long-
itudinal and left uncinate fasciculi (Supplementary Table 2).

The pattern of results held when the presence of
comorbidity was entered as a covariate and when those
who were taking psychostimulant medication regularly were
excluded (Supplementary Table 3).

Finally, in tract-based analyses using childhood diagnostic
status (childhood ADHD contrasted against the never-
affected comparison group) there were nominally significant
reductions in FA in the bilateral inferior fronto-occipital,
uncinate, and corticospinal tracts. However, none of these
group difference survived adjustment for covariates and
multiple comparisons (Supplementary Table 4).

DISCUSSION

We find atypical white matter microstructure among adults
whose childhood symptoms of ADHD persist, delineating a
major contributor to the abnormal structural connectivity
seen in the disorder (Konrad and Eickhoff, 2010b).
Specifically, decreased FA was found in the left inferior
fronto-occipital and uncinate fasciculi that reflected pri-
marily the severity of adult inattentive but not hyperactive–
impulsive symptoms. Whereas the persistent ADHD group
differed significantly from the never-affected comparison
group, the remitted ADHD group did not. The dominant
change resided in diffusion perpendicular and not parallel
to the axon; that is, in radial and not axial diffusivity.

The findings both replicate and extend previous studies
(Casey et al, 2007; Cortese et al, 2013; Konrad et al, 2010a;
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Figure 1 The top panel shows the 11 major tracts. The left fronto-occipital (in blue) and uncinate (in red) showed a significant association with inattentive
symptoms that survived adjustment for multiple comparisons; the superior longitudinal fasciculus (pink); corticospinal tracts (light blue); and corpus callosum
did not. Scatter plots with regression lines (and 95% confidence intervals) show the significant association between inattention and fractional anisotropy, and
radial but not axial diffusivity in these tracts.
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first stage in charting the neural basis of dysregulated
attentional control in ADHD in the presence of emotional
stimuli.

In summary, emotion dysregulation in ADHD impli-
cates dysfunction in the amygdala, ventral striatum, and
orbitofrontal cortex, which could be regarded as the
bottom-up contributor. Regions at the interface of cog-
nition and emotion (the medial and ventrolateral pre-
frontal cortex) may underpin the abnormal allocation
of attention to emotional stimuli and could thus
be regarded as the major top-down contributor to
emotion dysregulation in ADHD (Figure 2). Higher
cortical centers involved in motor control (supplemen-
tary motor areas, motor cortex), monitoring for salient
stimuli (temporoparietal junction, frontal operculum),
and shifting attention flexibly (frontal eye fields, intra-
parietal sulcus) may play a less direct role (110). The exact
balance of symptoms stemming from ADHD and emotion
dysregulation in an individual may depend on the degree
to which each neural network or level is compromised. We
predict that dysfunction at the cortical nexus between
cognition and emotion (the medial and ventrolateral
prefrontal cortex) is strongly associated with symptoms
of both ADHD and emotion dysregulation. If, however, an
individual has dysfunction that is more focused in higher,
more lateral prefrontal/parietal cortical regions, then in
that individual symptoms of ADHD such as inattention

would predominate over emotion dysregulation. Con-
versely, an individual with predominantly (para)limbic
dysfunction may exhibit mainly symptoms stemming
from emotion dysregulation.

Etiological factors. It has been proposed that the combi-
nation of ADHD and emotion dysregulation defines a
distinct genetic group. In support of this view, one group
found that the siblings of probands with both ADHD and
emotion dysregulation also had significantly elevated rates
of this combination, although this has not been replicated
(52, 111, 112). The Child Behavior Checklist-defined dys-
regulation profile is highly heritable (67%) (113), and stud-
ies have suggested candidate genes (114).
Among possible environmental factors, high levels of

parental criticism and hostility have been linked both with
the development of conduct problems in children with
ADHD and with the development of childhood ADHD in
preschoolers with behavioral problems (115, 116). A
plausible hypothesis is that failures of parental emotion
regulation, reflected by high expressed hostility, contrib-
ute to the development of emotion dysregulation in
children with ADHD.

Treatment

The management of emotion dysregulation in ADHD
presents formidable therapeutic challenges, partly be-
cause clinical trials in ADHD either fail to assess change in

FIGURE 3. Neural Circuits Implicated in Emotion Dysregulation in ADHDa
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a The circuitry that underpins deficits in early orienting to emotional stimuli and their perception is shown in red. Regions that interface
between emotional and cognitive circuits, allocating attention to emotional stimuli, are shown in yellow. Circuitry implicated in cognitive
control, motor planning, and attention is shown in blue. ACC=anterior cingulate cortex; pOFC=posterior orbitofrontal cortex; PFC=prefrontal
cortex; VLPFC=ventrolateral prefrontal cortex.
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in common with the concept of multiple but overlapping
pathways to ADHD (103, 110). It is supported by the sig-
nificant but modest correlations between symptoms of
ADHD and emotion dysregulation reviewed earlier; the
symptomdomains commonly coexist but are far from com-
pletely overlapping. Similarly, modest correlations have
been reported between deficits in emotional processes—
such as deficits in emotion recognition and frustration
tolerance—and the executive dysfunction often held to be
a core feature of the disorder (35, 37). Longitudinal data
reviewed earlier also suggest modest links between the
course of ADHD symptoms and emotion dysregulation in
early childhood, and perhaps in adulthood, consistent with
a model of correlated but distinct symptom dimensions.

Future Research Directions

Phenomenology and Pathophysiology

Refinement of the phenotype is needed, as emotion
dysregulation in individuals with ADHD is likely to have
a number of clinically important components, such as
irritability and mood lability (4, 51). It will be important to
operationalize each component, develop consensus mea-
surement techniques, and conduct longitudinal studies to
define how the developmental trajectories of the compo-
nents interact with each other and with the dimensions
of ADHD. Pathophysiological studies should include

individuals lying along the spectrum of emotion regulation
abilities, but perhaps oversample those most in clinical
need, lying at the extremeof dysregulation. Suchworkwould
allow direct links to be made between emotion dysregula-
tion in ADHD and the underlying neural anomalies—a link
that has been made in relatively few studies.
Functional imaging studies should include a broad

range of tasks of emotion regulation, defining the neural
bases of the ability to reinterpret themeaning of emotional
stimuli, the adaptive suppression of ongoing emotional
responses, and the ability to employ strategies such as
distancing oneself from emotionally arousing materials
(77). We predict that emotionally dysregulated individuals
with ADHDwould lose the coordinated increase in medial
prefrontal/anterior cingulate cortex activation and altered
amygdala activation that underpinsmany forms of emotion
regulation.
To what extent do individuals with ADHD develop

emotion dysregulation for reasons different from those of
individuals with other disorders? Could ADHD-specific
symptoms or cognitive aberrations be related to emotion
dysregulation? “Mind wandering” is one candidate cogni-
tive mechanism. It is typically measured as interference in
tasks of cognitive control and appears to be related to
a failure to deactivate the so-called default mode network
of the brain, a deficit also found in ADHD (136). Notably,
mind wandering appears to lead to transient dysphoric
mood and vice versa (137). Testing the links between

TABLE 4. Three Models to Explain the Overlap Between ADHD and Emotion Dysregulation

Phenomenology Pathophysiology

Model

Correlations
Between ADHD
and Emotion
Dysregulation Clinical Course Psychological Basis Neural Basis Genetic Treatment

Emotion
dysregulation is
integral to
ADHD

Extremely high Yoked clinical
courses for
symptoms of
ADHD and
emotion
dysregulation

Deficits in behavioral
inhibition and
working memory
mediate both core
ADHD symptoms
and emotion
dysregulation

Anomalies
confined to
fronto-striatal-
cerebellar circuits

Same genetic
basis for
ADHD with
emotion
dysregulation
and ADHD
alone

Treatments that
improve
ADHD will
improve
emotion
dysregulation

Combined
ADHD and
emotion
dysregulation
defines a
distinct entity

ADHD subgroup
exists that is
high on both
symptom
domains

Distinct clinical
course for
ADHD with
emotion
dysregulation
and ADHD alone

Distinct cognitive
deficits in
ADHD with
emotion
dysregulation
and ADHD alone

Distinct neural
bases for
ADHD with
emotion
dysregulation
and ADHD
alone

Distinct genetic
bases for ADHD
with emotion
dysregulation
and ADHD
alone

Existing
treatments
for ADHD
may be less
effective for
ADHD with
emotion
dysregulation

Symptoms
of ADHD
and emotion
dysregulation
are correlated
but distinct
dimensions

Modest Similar but
dissociable
clinical courses
for symptoms
of ADHD
and emotion
dysregulation

Deficits in emotion
processing mediate
dysregulation and
correlate with
deficits mediating
core ADHD
symptoms

Anomalies extend
beyond fronto-
striato-cerebellar
circuits to
(para)limbic
regions

Some genes
shared between
ADHD alone
and ADHD with
emotion
dysregulation

Treating “core”
ADHD
symptoms
benefits
emotion
dysregulation,
but separate
treatment
may also
be needed
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Impact of Development on ADHD
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FIGURE 17-16 Impact of development on ADHD. Preschool-age children with ADHD may exhibit hyperactivity
and impulsivity, but inattentiveness may be difficult to identify, as normal development does not lead to sustained
attention until age 6 or 7. By school age, inattentiveness becomes apparent and hyperactivity and impulsivity are
frequently still present. Through adolescence, although inattentiveness remains prominent, hyperactivity and
impulsivity generally decline, and by adulthood ADHD is often characterized only by attentional difficulties. Adults
with ADHD also have a high rate of comorbidities, although it may be that these comorbidities were present
earlier and were simply overlooked as treatment focused on ADHD.

teachers with a high degree of suspicion for the diagnosis, generally requesting a trial of
a stimulant, and usually these are patients without comorbidity. On the other hand, most
adults with ADHD are self-referred and seen by psychiatrists and adult mental and medical
health professionals; adult cases mostly have a comorbid condition that is the focus of
treatment, not the ADHD. Thus, practitioners treating adults may prioritize the treatment
of these other conditions over ADHD (see Figure 17-14) to the extent thatADHD is never
formally diagnosed, nor is it specifically targeted for treatment.

There are also many differences in how ADHD is treated in children and adolescents
compared to adults (Table 17-3). For example two-thirds of all stimulant use for ADHD
is in patients under the age of 18, most of these under the age of 13. Stimulant use falls
off in adolescents and then falls way off in adults. Only one-third of all stimulant use for
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thinning of frontal and parietal cortical regions in both the dorsolateral
and dorsomedial aspects of the hemispheric surface. Likewise, the BPD ef-
fects demonstrated cortical thinning in frontopolar areas (FP) and cortical
thickening in an array of temporal, parietal and occipital regions in this
sample of adults with BPD. This reduction in cortical thickness in the FP
is predicted and largely consistent with the neurobehavioral literature
(Lyoo et al., 2006; Fornito et al., 2008; Rimol et al., 2010), however
the presence of significant cortical thickening is less well established.
However, the findings of a pattern following a dorsal and a ventral stream

of distribution in the cortical surface are novel. Future studies will need to
assess whether this pattern is associated with neural systems alterations
involving both cortical and white matter fibers (Makris et al., 2009).

The cortical thinning abnormalities in the dorsal–cortical and the
ventral-limbic system are consistent with the neuroimaging literature
on ADHD and bipolar disorders. Cortical thinning has been shown in
ADHD in dorsal systems involving the dorsolateral PFC (DLPFC) andme-
dial frontal regions (Makris et al., 2007). Likewise, cortical alterations
have been reported in BPD in left rostral paracingulate and right dorsal

Fig. 4. A: Effect of ADHD controlling for BPD. Colored regions show clusters with significant (pb0.05) cortical thinning due to an independent ADHD effect. Color bar represents beta
values from regression model. Abbreviations: CGp — cingulate gyrus, posterior division; F1 — superior frontal gyrus; F2 — middle frontal gyrus; FP — frontal pole; LG — lingual
gyrus; OLs — occipital lateral gyrus, superior division; OP — occipital pole; PCN — precuneus; perigACC — perigenual anterior cingulate cortex; PHp — parahippocampal gyrus, pos-
terior division; pmCGa_dACC2— posterior middle cingulate gyrus, anterior division, dorsal anterior cingulate cortex; PRG— precentral gyrus; SGp — supramarginal gyrus, posterior
division; SMC — supplementary motor cortex; SPL — superior parietal lobule; TP — temporal pole. B: Effect of BPD controlling for ADHD. Colored regions show clusters with sig-
nificant (pb0.05) independent BPD effect. Red colors represent thinning and blue colors represent thickening. Color bar represents beta values from regression model. Abbrevia-
tions: AG — angular gyrus; CGp — cingulate gyrus, posterior division; FP — frontal pole; LG — lingual gyrus; OP — occipital pole; PHp — parahippocampal gyrus, posterior division;
pINS — posterior insula; SGp — supramarginal gyrus, posterior division; TO2 — middle temporal gyrus; TOF — temporo-occipital fusiform gyrus. C: Additive effect of ADHD+BPD.
Cortical thickness of the comorbid condition depicted by combining the individual effect of each condition. Blue represents areas in which the comorbid group has thicker cortices
than the control group. Red, orange and yellow represents areas in which the comorbid group has thinner cortices than the control group. Abbreviations: AG — angular gyrus; CGp
— cingulate gyrus, posterior division; F1— superior frontal gyrus; F2—middle frontal gyrus; FP— frontal pole; LG— lingual gyrus; OLs— occipital lateral gyrus, superior division; OP
— occipital pole; PCN — precuneus; perigACC — perigenual anterior cingulate cortex; PHp— parahippocampal gyrus, posterior division; pINS— posterior insula; pmCGa_dACC2— pos-
teriormiddle cingulate gyrus, anterior division, dorsal anterior cingulate cortex; PRG— precentral gyrus; SGp— supramarginal gyrus, posterior division; SMC— supplementarymotor cortex;
SPL — superior parietal lobule; TO2—middle temporal gyrus; TOF — temporo-occipital fusiform gyrus; TP— temporal pole.
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paracingulate regions using a semi-automated approach (Fornito et al.,
2008). Cortical abnormalities have also been shown in BPD using a fully
automated method in left dorsal–anterior and posterior cingulate re-
gions, left occipital region, left precentral area, left and right middle
frontal area, right medial frontal, frontopolar and orbitofrontal cortex,
right postcentral and angular regions as well as right lateral occipital
areas (Lyoo et al., 2006).

Our findings indicate that comorbid ADHD with BPD presents a
morphometric profile reflecting an additive effect of both ADHD and
BPD cortical abnormalities (Lyoo et al., 2006; Makris et al., 2007;
Fornito et al., 2008), similar to what we observed in the same sample
with volumetric imaging (Biederman et al., 2008). Individuals with
comorbid ADHD+BPD showed cortical thinning within both the
dorsal–cortical system (i.e., DLPFC, dorsolateral and medial frontal
pole, anterior cingulate gyrus and paracingulate gyrus) as well as
in the ventral-limbic system (i.e., medial frontal cortex and ventral
frontopolar cortices) bilaterally. These alterations in prefrontal
limbic circuitry reflect a disruption in regions governing cognitive
control of affective and hedonic functions, as well as self-monitoring,
attention and executive functions.

The dorsal–cortical system (including the DLPFC, dorsal FP, ACC
and PAC) has been associated with cognitive aspects of negative emo-
tion such as apathy, psychomotor slowing as well as attentional and
executive function deficits. In contrast, the ventral-limbic system con-
taining limbic and paralimbic structures (such as the ventral FP, ven-
tral prefrontal cortex, subcallosal cortex, insula, and temporal pole)
deals with aspects of autonomic behavior (Mayberg, 2002).

Interestingly, among all structures, the most affected structure was
the frontal pole (FP, BA 10) bilaterally, which belongs to both dorsal–
cortical and ventral-limbic systems. This cortical region shows unique
features in terms of its topography, histology, anatomical connections
and function (Ramnani and Owen, 2004). Topographically, it unites its
dorsolateral and ventral aspects bridging BA 10 with BA 9 and 46 of
the DLPFC with BA 32 of the medial prefrontal cortex (mPFC) and BA
11 and 47 of the ventral PFC. Structurally, its high content and density
in dendritic spines (Jacobs et al., 2001) and functionally, its role in a
variety of cognitive and emotional processes such as memory (Duzel
et al., 1999; Burgess et al., 2001), attention (Koechlin et al., 1999), plan-
ning and reasoning, relational integration between objects or thoughts
(Kroger et al., 2002), and processing of internal states (Christoff and

Fig. 4 (continued).
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Gabrieli, 2000), make the frontopolar region a potential processor for
the integration of cognitive and emotional information. Future studies
are needed to determine whether these abnormalities are specific to
this particular comorbid diagnosis.

Although the exact etiology of the cortical thinning findings remains
unclear, it can be hypothesized that they represent alterations of cells,
neuropil, synaptic densities as well as local fibers or long corticocortical
fiber pathways. More work is needed to elucidate the etiology of these
neurobiological changes in the cortex in subjects with ADHD+BPD.

Our findings should be interpreted in light of some methodological
limitations such as registration errors inherent to inter-subjectmapping
due to a high degree in inter-individual variability of cortical surface to-
pography. Limitations are also due in part to the transformation proce-
dure, as well as the potentially ill-posed nature of inter-subject
correspondence in topology. While inferior parietal lobule alterations
have been documented in both ADHD and BPD, in the present study
of comorbid ADHDwith BPD, we did not find any significant cortical al-
terations in this region.Whether thismay bedue to population criterion
differences or differences in method remains an open question. Also,
differences in our findings may have resulted from the fact that these
are comorbid cases rather than ADHD or BPD alone. Furthermore,

because the medication status was heterogeneous, we could not ad-
dress the impact of medication adequately. More work is needed to fur-
ther elucidate these important issues.

Despite these considerations, our study shows that the effects of
ADHD and BPD on cortical thickness are primarily independent and
often in contrasting directions. Since ADHDwas consistently associated
with decreased cortical thickness, and BPDwas predominantly associat-
ed with increased cortical thickness, the additive effects resulted in less
cortical thickness alterations. A notable exception was the frontal pole
in which cortical thickness was decreased by both conditions. To the
best of our knowledge, this is the first neuroimaging documentation
showing that in comorbid ADHD+BPD subjects, the cerebral cortex is
affected in networks that support cognitive and emotional processes
and in cortical centers responsible for vital cortical–limbic interactions
and integration localized principally in the frontal lobe.

Disclosures

Dr. Joseph Biederman is currently receiving research support from the
following sources: Elminda, Janssen, McNeil, and Shire. In 2011, Dr.
Joseph Biederman gave a single unpaid talk for Juste Pharmaceutical
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tex converged with that of the control group by age 17
years. Normalization of cortical thickness in the right pa-
rietal cortex noted for the ADHD group as a whole was
attributable to the morphologic changes in the better out-
come group (Figure 3).

The cortical thickness gradients in the right parietal
cortex differed significantly between the 2 outcome groups
and between the better outcome group and controls. For
the remaining cortex, the better outcome and control
groups had parallel cortical thickness developmental tra-

jectories, without significant differences between the gra-
dients of the fitted lines. The worse outcome group and
those with persistent ADHD showed no significant de-
viation from a trajectory parallel to that of the control
group in any region, including the right parietal cortex.
Those who had full remission showed cortical normal-
ization in the same region of the right parietal cortex as
the better outcome group.

Given the wide range of duration of follow-up, the
analyses were repeated using only the central 66% (follow-
up, 3.5-8.4 years) and central 80% (follow-up, 2.7-9.3
years) of the outcome group data. The same pattern of
results held with converging trajectories for the better
outcome and control groups (with significant differ-
ences in the gradients of the trajectories, P!.02 for all)
compared with parallel trajectories for the worse out-
come and control groups (with no significant differ-
ences in the gradients of trajectories, P".10 for all). The
difference in outcome was not attributable to regular
stimulant use during follow-up, which did not differ sig-
nificantly between outcome groups (Table 1).

COMMENT

Using fully automated computational techniques, we ex-
amined the relationships among cortical thickness, base-
line diagnosis, and clinical outcome in a large cohort of
children and adolescents with ADHD. We replicate ear-
lier findings of cortical anomalies in the disorder, promi-
nent in prefrontal regions important for the control of
attention and motor output. A thinner medial PFC in base-
line MRIs discriminated poor from good outcome in pa-
tients with ADHD and controls, whether outcome was
defined on the basis of overall functioning or persis-
tence of DSM-IV–defined ADHD. A measure of cortical
thickness in this region was significantly associated with
future clinical outcome scores in a linear regression, al-
though the amount of variance accounted for by corti-
cal thickness was modest. The outcome groups also dif-
fered in the trajectory of development of cortical thickness:
the good outcome group alone showed normalization of
right parietal cortical thickness in a pivotal region in pos-
terior attentional systems.

DIAGNOSTIC DIFFERENCES

The thinner PFC we report is congruent with previous
volumetric studies demonstrating reduction in frontal lobe
volume. The regions of cortical thinning overlap with re-
ductions in gray matter density found in studies that ob-
tained a high degree of spatial resolution, specifically, loss
in the superior frontal gryus, posterior cingulate, and dor-
solateral PFC.27,40 However, unlike the present study, Sow-
ell et al27 also report an increase in cortical density in the
posterior temporal and inferior parietal regions, a dis-
crepancy that may reflect in part our native space analy-
ses rather than the use of stereotaxic space.

Cortical change in the precentral gyrus is of interest
because motor hyperactivity is a cardinal feature of the
disorder. Unlike the findings for the prefrontal regions,
previous volumetric studies with a smaller sample size
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Figure 3. Trajectory of change in cortical thickness in patients with
attention-deficit/hyperactivity disorder (ADHD) and controls. A, Estimated
trajectories for mean overall cortical thickness. There was a significant
difference in height (P=.02) but not in the gradient of the lines (P=.78).
Dashed lines indicate 95% confidence intervals. B, The t map indicates
vertices where there was a significant interaction in the contrast between the
better outcome and control groups and age. The graph illustrates group
trajectories in this region (difference in gradients: better outcome group vs
controls, P=.001; better vs worse outcome groups, P=.03; and worse
outcome group vs controls, P=.60).
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STRIATAL DOPAMINE TRANSPORTERS IN ADHD

6 ajp.psychiatryonline.org AJP in Advance

Our meta-analysis finding that previous treatment with 
psychostimulants increased striatal dopamine transport-
er density in ADHD patients may seem counterintuitive, 
given the dopamine transporter blockade by methylphe-
nidate. Enhanced striatal dopamine transporter density 
in patients receiving long-term treatment, however, could 
reflect a secondary adaptive brain response to the chron-
ic striatal dopamine transporter blockade, i.e., adjust-
ment to chronically elevated striatal dopamine availabil-
ity through up-regulation of dopamine transporter levels. 
There is evidence in favor of this theory from a small pro-
spective study, which showed that after 1 year of stimulant 
medication the striatal dopamine transporter levels of 
ADHD patients in fact increased (47). Furthermore, there 
is evidence indicating that cocaine—which is a stimulant 
drug that, like methylphenidate, blocks dopamine trans-
porters—not only blocks the acute regulatory effect of the 
dopamine transporter on synaptic dopamine levels but 
also may exert the opposite effect: insertion of dopamine 
transporters from the endosomic recycling pool into the 
plasma membrane (48). In rhesus monkeys, chronic ad-
ministration of cocaine up-regulates striatal dopamine 
transporter expression, which persists for more than 30 
days after cocaine withdrawal (48). High dopamine trans-
porter expression has also been shown in postmortem 
analyses of brain tissue from human cocaine addicts, and 
synaptosomes prepared from this tissue exhibit greater 
dopamine uptake than synaptosomes from age-matched 
cocaine-naive individuals (48).

Methylphenidate-associated changes have also been 
observed in brain function and structure. Functional MRI 
studies in patients with ADHD have shown that single and 
long-term doses of methylphenidate up-regulate and nor-
malize typically low frontostriatal brain activation (49–54). 
Because striatal dopamine transporters are located exclu-
sively on dopamine-synthesizing neurons, their measure-
ment is a specific marker of dopaminergic neuron integrity 
in the basal ganglia. The notion of adaptive brain changes 

striatal dopamine transporter levels in medication-naive 
patients is also consistent with the prominent theory that 
ADHD is a dysfunction of dopamine neurotransmission, 
with a consequent dysregulation of dopamine-modulated 
circuits. In particular, the striatum appears to play a prom-
inent role in ADHD symptoms (12).

In normal development, a 6%–8% decline in striatal 
dopamine transporters has been observed per decade in 
PET and SPECT studies (40). We observed nonsignificantly 
lower striatal dopamine transporter levels in older relative 
to younger adults in the comparison group but no differ-
ence in the patients. This may hint at abnormalities in the 
normal age-associated striatal dopamine transporter de-
velopment in ADHD patients, or it may be related to stim-
ulant treatment.

Methylphenidate hydrochloride is one of the most ef-
ficacious treatments for ADHD, reducing symptoms in up 
to 70% of children (12). PET studies have shown that meth-
ylphenidate blocks dopamine transporters in the striatum 
in a dose-dependent fashion (41, 42), leading to an in-
crease in extracellular striatal dopamine (43). The amount 
of extracellular dopamine (44) released by psychostimu-
lants, however, is likely to depend on a combination of 
the blockade of dopamine transporters and the baseline 
rate of dopamine release, which is regulated by individual 
differences in dopamine cell firing and by environmental 
stimulation (12). Studies using [18F]DOPA or [11C]DOPA 
PET (43, 45) confirmed low dopamine synthesis capac-
ity in the striatum of ADHD patients. Studies using [11C]
raclopride PET to investigate postsynaptic receptor bind-
ing further showed that dopamine activity is depressed in 
ADHD, supporting the dopamine deficit theory of ADHD 
(46). Given that dopamine signals the saliency of stimuli 
and drives the motivation to perform goal-directed be-
haviors, the methylphenidate-induced amplification of 
the striatal dopaminergic signal would cause increased 
saliency perception, motivating the individual to engage 
and improving attention and performance (12).

FIGURE 3. Meta-Analysis of Striatal Dopamine Transporter Density in ADHD Patients and Healthy Comparison Subjects 
Employing Random-Effects Models
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ANOVA comparison between controls and patients
under the placebo condition showed increased acti-
vation in controls compared with patients for the
contrast of time discrimination–order judgement in
bilateral orbitofrontal cortex, caudate and ACG. At a
more lenient threshold ( p!0.05), there was also
increased activation in right cerebellum, right dorso-
lateral prefrontal cortex and a more dorsal part of
ACG (table 3a; figure 4a). Activation in dorsal ACG
furthermore correlated with time estimation errors in
all subjects (rZK0.4, p!0.03).

Patients compared with controls showed enhanced
activation in two large clusters, comprising left temporal
and occipital regions, and right superior temporal and
inferior occipital regions reaching into dorsomedial
frontal cortex (table 3a; figure 4a).

ANOVA comparison between controls and patients
under the MPH condition revealed no significant
differences, even at a more lenient cluster p-value of
!0.01 (figure 4b).

(c) Discussion
Despite non-significant differences in task per-
formance, ADHD compared with control boys showed
decreased activation during time discrimination in
bilateral orbital, inferior and mesial prefrontal cortices,
and caudate and enhanced activation in predominantly
posterior regions of temporal lobes, thalamus and
putamen. Within patients, MPH did not significantly
increase performance, but enhanced activation in left
inferior and right dorsolateral prefrontal cortices, ACG
and cerebellum.MPH completely normalized all group
activation differences that were observed under the
placebo condition.

Despite the fact that the group differences and
changes in performance elicited with MPH were in the
right direction (reduced error rates in ADHD patients
at baseline which were increased with MPH), they did
not reach significance. This may be due to the relatively
low statistical power for neuropsychological data and
the use of an older adolescent age group compared

Table 3. Between-group ANOVA differences in brain activation between controls and patients under the placebo condition for
the contrast of time discrimination versus order judgement. (BA, Brodman area; N voxels, number of voxels. p-value
for ANCOVAs at p!0.05 for voxel activation and p!0.006 for cluster activation.)

brain region BA Tal. coordinates (x, y, z) N voxels cluster p-value

(a) controlsOADHD
RCL orbitofrontal/inferior/mesial frontal/

anterior cingulated/caudate
47/11/45/10/32/24 15, 19, K18 453 0.002

R inferior/medial frontal gyrusa 44/46 25, 59, 15 42 0.04
L anterior cingulate gyrusa 32 K3, 55, 20 20 0.05
R cerebelluma 12, K73, K35 72 0.03

(b) ADHDOcontrols
L middle/superior temporal/occipital/

cerebellum
21/39/22/19/18 K43, K44, K2 502 0.002

R dorsomedial frontal/superior temporal/
insula/hippocampus/putamen

46/22/24/32 33, 26, 15 490 0.003

aClusters that were significant at a more lenient p-value of !0.05.
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Figure 4. Case-control ANOVAs comparing healthy controls with ADHD boys for the contrast of time discrimination versus
order attribution task during either the (a) placebo condition ((i) controlsOADHD and (ii) ADHDOcontrols) or (b) the
medication condition (MPH) at p!0.05 for voxel and p!0.006 for cluster comparisons. Differences at more lenient p-values of
!0.05 at cluster levels are shown in (a).
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the form of intrinsic connectivity networks that are most
easily measured during rest [16]. The recent compilation of
reference networks for healthy young adults [12] raises
questions of whether these circuits will provide a brain-
based perspective for the process of characterizing brain
behavior relationships across the lifespan and in clinical
populations. Here, we briefly review the recent ADHD
neuroimaging literature within the context of these refer-
ence resting-state functional networks [12].

Frontoparietal network
The frontoparietal control circuit (Figure 1) includes the
lateral frontal pole, anterior cingulate cortex (ACC), dor-
solateral prefrontal cortex (dlPFC), anterior PFC (aPFC),
lateral cerebellum, anterior insula, caudate and inferior
parietal lobe [35]. This network is also known as the
executive control circuit [36] because it underpins goal-
directed executive processes and provides the flexibility to
configure information processing in response to changing

task demands [37]. Executive control systems guide deci-
sion making by integrating external information with
internal representations.

In ADHD, investigations of the most-studied executive
control deficits have focused on motor inhibition. Multiple
studies have found hypoactivation in frontostriatal and
frontoparietal circuits during inhibitory tasks in children
with ADHD [7,34]. Besides parietal areas, nearly all the
remaining regions implicated in the prefrontal–striatal–
cerebellar model of ADHD [8,38] are components of the
frontoparietal circuit: ACC, aPFC, dlPFC, frontal pole,
cerebellum and caudate. For example, it has been reported
that the dorsal ACC is hypoactivated in ADHD during go/
no go, response inhibition and attentional tasks [11,34,39–
41]. Similarly, dlPFC and ventrolateral PFC are hypoacti-
vated in various tasks ranging from working memory to
time discrimination [34,41–43]. Involvement of the fronto-
parietal network has also been confirmed by resting-state
studies in ADHD [44–47].
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Figure 1. Coarse (7-network) parcellation of the human cerebral cortex obtained through clustering of R-fMRI data of 1000 subjects. At this resolution, association cortex is
distinguished from primary sensorimotor cortex. The association networks converged on and extended networks previously described in the resting-state literature,
including the dorsal attention, ventral attention, frontoparietal control, and default networks. Adapted, with permission, from [12].
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Figure 4. Anticorrelations between neural networks. (a) Mid-sagittal, coronal and axial views of anticorrelated networks extracted through region-of-interest-based
functional connectivity analyses. The task-positive network shown in yellow–orange includes the frontoparietal network; the default network is shown in purple. (b) Mid-
sagittal, coronal and axial views of anticorrelated networks extracted through independent component analyses showing substantial overlap of the two methods. The
frontoparietal network is shown in yellow–orange and the default network in purple. (c) Time series of default and frontoparietal networks for one participant with Pearson
r=!0.97 during performance of a slow event-related Eriksen flanker task. (d) The strength of this relationship was inversely related to intra-subject variability of response
time across participants. Reproduced, with permission, from [74].
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the form of intrinsic connectivity networks that are most
easily measured during rest [16]. The recent compilation of
reference networks for healthy young adults [12] raises
questions of whether these circuits will provide a brain-
based perspective for the process of characterizing brain
behavior relationships across the lifespan and in clinical
populations. Here, we briefly review the recent ADHD
neuroimaging literature within the context of these refer-
ence resting-state functional networks [12].

Frontoparietal network
The frontoparietal control circuit (Figure 1) includes the
lateral frontal pole, anterior cingulate cortex (ACC), dor-
solateral prefrontal cortex (dlPFC), anterior PFC (aPFC),
lateral cerebellum, anterior insula, caudate and inferior
parietal lobe [35]. This network is also known as the
executive control circuit [36] because it underpins goal-
directed executive processes and provides the flexibility to
configure information processing in response to changing

task demands [37]. Executive control systems guide deci-
sion making by integrating external information with
internal representations.

In ADHD, investigations of the most-studied executive
control deficits have focused on motor inhibition. Multiple
studies have found hypoactivation in frontostriatal and
frontoparietal circuits during inhibitory tasks in children
with ADHD [7,34]. Besides parietal areas, nearly all the
remaining regions implicated in the prefrontal–striatal–
cerebellar model of ADHD [8,38] are components of the
frontoparietal circuit: ACC, aPFC, dlPFC, frontal pole,
cerebellum and caudate. For example, it has been reported
that the dorsal ACC is hypoactivated in ADHD during go/
no go, response inhibition and attentional tasks [11,34,39–
41]. Similarly, dlPFC and ventrolateral PFC are hypoacti-
vated in various tasks ranging from working memory to
time discrimination [34,41–43]. Involvement of the fronto-
parietal network has also been confirmed by resting-state
studies in ADHD [44–47].
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Figure 1. Coarse (7-network) parcellation of the human cerebral cortex obtained through clustering of R-fMRI data of 1000 subjects. At this resolution, association cortex is
distinguished from primary sensorimotor cortex. The association networks converged on and extended networks previously described in the resting-state literature,
including the dorsal attention, ventral attention, frontoparietal control, and default networks. Adapted, with permission, from [12].
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Figure 1. Coarse (7-network) parcellation of the human cerebral cortex obtained through clustering of R-fMRI data of 1000 subjects. At this resolution, association cortex is
distinguished from primary sensorimotor cortex. The association networks converged on and extended networks previously described in the resting-state literature,
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SE .0016) than the persistent ADHD group (right hemisphere,
−.021 mm/year, SE .002, t ¼ 3.28, p ¼ .001; left hemisphere,
−.026 mm/year, SE .002, t ¼ 3.37, p ¼ .0008). This result would
be expected, as this is a categorical re-description of the earlier
symptom score findings. The remitted group also showed a
slower estimated rate of cortical thinning than the typically
developing group (right −.019 mm/year, SE .0009, t ¼ 3.05,
p ¼ .002; left −.024 mm/year, SE .001, t ¼ 3.32, p ¼ .0009). The
typically developing and persistent ADHD group did not differ
significantly in cortical trajectory in this region (all p ! .1). As a
result of these different slopes, the remitted ADHD group
converged to typical dimensions with age, whereas the persis-
tent ADHD group showed a fixed, nonprogressive deficit. Slope

estimates for each group for the remaining cerebral cortical
regions are given in Table S2 in Supplement 1.

Finally, we examined whether any cortical region in the
baseline scans were associated with adult ADHD symptoms. No
regions were found.

We found no higher order interactions between sex, age, and
symptoms in the determination of cortical thickness (Figure S2 in
Supplement 1). The slopes of cortical trajectories also did not
correlate significantly with any measure of baseline symptom
severity (all p ! .1). Results also held when the values of cortical
thickness at the time of the last scan were entered as a covariate.
The pattern of results held when the 21 subjects with any
comorbid conditions were excluded (Figure S3A in Supplement 1).

(C) HYPERACTIVITY-IMPULSIVITY

(B) INATTENTION

(A) TOTAL SYMPTOMS

Figure 2. (A) Regions where the total number of attention-deficit/hyperactivity disorder symptoms in adulthood are significantly associated (p " .05,
adjusted for multiple comparisons) with the cortical trajectories from childhood into adulthood. The association is stronger for inattentive (B) than
hyperactive-impulsive symptoms (C).

Table 2. Magnitude of the Change in Cortical Thinning Associated with Increasing Inattentive Symptom Count

Slope Parameter (mm/Year) Standard Error (mm/Year) t p Cluster Extent (Number of Vertices)

Total Symptoms
Right hemisphere
Medial wall −.00090 .0002 −3.4 .0007 1373
Dorsolateral prefrontal cortex −.0010 .0003 −2.9 .004 365
Inferior parietal lobule −.00084 .0002 −2.3 .02 81

Left hemisphere
Medial wall −.0010 .0002 −4.1 .0001 2249
Postcentral gyrus −.0087 .0002 −3.3 .0009 359

Inattentive Symptoms
Right hemisphere
Medial wall −.0018 .0004 −4.1 .0001 3131
Dorsolateral prefrontal cortex −.0019 .0006 −3.1 .002 415
Inferior parietal lobule −.0014 .0005 −2.2 .01 50

Left hemisphere
Medial wall −.0019 .0004 −4.4 .0001 4694
Postcentral gyrus −.0017 .0004 −4.1 .0001 1353

The slope parameter indicates the change in cortical thinning accompanying each increase of one symptom of attention-deficit/hyperactivity disorder.
The negative values indicate that increasing numbers of attention-deficit/hyperactivity disorder symptoms are accompanied by an increase in the pace of
cortical thinning. The standard error of the slope parameter and associated t value are given along with the spatial extent of the regions shown in
Figure 2.
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decreased small-world network nodal efficiency inmultiple
brain regions including visual cortex [47]. These findings
suggest that visual function and its regulation by atten-
tional processes should be further investigated in ADHD.

Motor network
The first brain network identified by characterizing intrin-
sic functional connectivity was the motor system [14]. As
recently reviewed, R-fMRI analyses detect synchrony in
spontaneous low-frequency fluctuations between primary
motor cortex, primary sensory cortex, secondary sensory
cortex, supplementary motor area (SMA), ventral premo-
tor cortex, putamen, thalamus and cerebellum [68].

Remarkably, despite the incontrovertible salience of
motoric hyperactivity in children with ADHD, there have
been few neuroimaging studies of the motor system in

ADHD [34,69–71].When performing simplemotor tapping,
children with ADHD exhibited decreased activation in
primarymotor cortex relative to controls [69]. Intra-subject
variability, which is generally increased in ADHD [72], was
positively related to pre-SMA activation in children with
ADHD, whereas in healthy controls variability was in-
versely related to pre-SMA activation [70]. In a study of
adults with ADHD during paced and unpaced tapping,
hypoactivations in ADHD were found both in timing-relat-
ed circuits and in motor and premotor cortex [71]. In a non-
imaging study that directly probed the motor system,
intracortical inhibition was measured with short-interval
paired-pulse transcranial magnetic stimulation [73]. Chil-
dren with ADHD showed markedly reduced cortical inhi-
bition, which was correlated with deficiencies in motor
performance [73]. This recent literature suggests that
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Figure 3. Fractionation of the default network. Default network core hubs are shown in yellow, the dorsomedial prefrontal cortex subsystem is shown in blue, and regions
comprising the medial temporal lobe subsystem are in green. (a) The 11 seeds defined a priori using functional connectivity approaches. (b) The 11 seeds projected onto an
inflated brain. (c) Correlation strengths among regions within the default network are shown using network centrality measures. The size of the circle represents the
centrality of a given node. The anterior medial prefrontal cortex (aMPFC) and posterior cingulate cortex (PCC) are the core hubs of the network and both are significantly
connected to every other node. Negative correlations are shown with a dotted line. (d) The two clusters resulting from centrality analyses. dMPFC, dorsomedial prefrontal
cortex; TPJ, temporoparietal junction; LTC, lateral temporal cortex; TempP, temporal pole; vMPFC, ventromedial prefrontal cortex; pIPL, posterior inferior parietal lobe; Rsp,
retrosplenial cortex; PHC, parahippocampal cortex; HF+, hippocampal formation. Reproduced, with permission, from [32].
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preferring the estimated-best option,
including: (i) uncertainty about its
estimated value; (ii) need to explore;
(iii) choice error (aka ‘trembling
hand’); and (iv) ecological concerns,
such as resource conservation and
equity of distribution between agents.
t is called ‘decision temperature’
because the formula in Box 1 (main
text) is a rewriting of Boltzmann's
law, whereby a bigger energy gap (cf
stimulus or reward) is required to
persuade a high-temperature physical
system to stay in its most likely state
(cf preferred output or action).
Delay gratification and
intertemporal choice: tasks that
examine what is thought to be
behavioural impulsivity. Participants
have to decide between smaller
rewards, which are more proximate
in time, and bigger rewards, which
are further away in the future. These
tasks capture how much a person is
impatient and devalues benefits the
might arise in the future. Usually,
discounting behaviour is described as
a hyperbolic function with a
discounting parameter k and a
decision function as described in Box
3 (main text).
Error of commission: erroneous
response by accidentally responding
in a phase where one was to
withhold one's answer. In the CPT,
responses are rated as errors of
commission if a response is given
that does not follow an A-X letter
sequence.
Error of omission: erroneous
response by withholding to response
to a target stimulus. In the CPT, an
error of omission is counted if a
participant fails to respond to an A-X
letter sequence.
Marr's three level of analysis:
David Marr described in his highly
influential book Vision [7] that to fully
understand how the brain solves a
problem (e.g., vision), one has to
explain it on three different levels:
computational, algorithmic, and
implementation (Box 2, main text).
The computational level asks about
the theoretical background; that is,
about the goal of a certain
computation (e.g., why do we see?).
The algorithmic level asks about the
mathematical implementations, so
how can information be processed to
solve the computational problem (e.
g., recognising edges of objects). The
implementation level then analyses
how this is solved on a neuronal level

the most consistent neurocognitive impairments and go on to argue that these can all be
explained by impaired neural gain.

Behavioural Markers: The Consistency of Inconsistencies
Behavioural findings in ADHD are numerous, and here we confine ourselves to a general pattern
of ADHD-related impairments consistently present across domains and tasks.

Reaction Time Variability
One of the most consistent findings in subjects with ADHD is an increase in reaction time (RT)
variability (such as RT standard deviations). This is reliably found across many tasks, laborato-
ries, and countries [8] and is one of the best behavioural classifiers for ADHD [9].

Box 2. Mechanisms of Psychiatric Disorders: From Behaviour to Neurons and Back

Psychiatric disorders are classically diagnosed based on symptom reports and clinical observations. These clinical
features are rarely diagnostic of specific underlying pathological mechanisms. Here, we propose a multilevel approach to
understand psychiatric disorders and their neural underpinnings. To generate hypotheses about malfunctioning brain
systems, a fine-grained dissection of a patient's behaviour is important. Once consistent behavioural signatures have
been found (e.g., increased response variability), we have to bridge the gap between behaviour and the neural processes
that give rise to this behaviour. At the most abstract level, we formulate the key computational issue, that is, establish
what problem the brain tries to solve (e.g., an optimal balance between exploiting a good foraging ground and exploring
new grounds). Here, we try to answer this question from a normative perspective. Subsequently, we have to formulate
how the problem is solved. At this ‘algorithmic level’, reinforcement learning has been shown to be useful [65]. Models
should fulfil several requirements: (i) a good match of model predictions with the actual behaviour of an agent; (ii) model
must outperform other (more simple and more complex) models in terms of model evidence; (iii) the model should have
high biological plausibility (e.g., phasic DA studies lend support to RPE reinforcement learning models). Model and
parameter comparison in health versus disease can then elucidate processes that underpin impairments (e.g., decision
temperature parameter driving variability in ADHD; [16]). Model predictions from the algorithmic level can be used to
inform data such as neuroimaging, which seeks to identify neural correlates and dynamics. By using model-derived
predictions (e.g., RPEs), we can look for regions (e.g., medial prefrontal cortex) whose activity to model on the level
below, thus connecting algorithmic with implementation levels. At the latter level, we can then simulate complex
dynamics of neuronal systems to understand impairments. Here, we can test how problematic catecholamine systems
can affect behaviour and neural activity. Thus, we can formulate new theories about neural mechanisms and potential
subgroups, such as low striatal DA versus decreased frontal NA subgroups in ADHD.

Using such multilevel approaches in computational psychiatry [75,76] helps link several levels of symptom analysis
(behaviour, algorithmic, and neuronal). By finding new diagnostic subgroups, we can in principle refine therapies, based
on more specific predictions about the efficacy of medication (e.g., stimulant versus nonstimulant medication) or of
therapies engaging specific learning mechanisms (cognitive-behavioral therapy, neurofeedback) (Figure I).
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Figure I. Modelling Psychiatric Disorders Across Marrian Levels of Analysis Helps Refining and Understanding the
Mechanisms of these Disorders.
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mathematical algorithms and neural circuit impairments (and vice versa). This approach also
provides fruitful hypotheses about potential neurobiological subgroups, which could be the
object of future investigation.

Neurocognitive Impairments in ADHD
To understand a psychiatric disorder, it is important to unite several levels of impairments
spanning symptoms, behaviour, neural, and neurochemical markers. Here, we selectively review

Glossary
Attention-deficit hyperactivity
disorder (ADHD): a developmental
psychiatric disorder characterised by
inattention, hyperactivity, and/or
impulsivity [5]. With a prevalence of
approximately 5%, it is one of the
most common psychiatric disorders
during childhood [3].
Attractors, neural: when perturbed
by external inputs, neural networks
change the pattern of activity of their
nodes (i.e., neurons). Recurrently
connected neural networks exhibit
nonlinear associations between
inputs and patterns of activity,
exhibiting state transitions towards
either stable patterns (e.g., point
attractors) or dynamic or complex
patterns (e.g., chaotic attractors).
Attractors share the common feature
that different inputs converge
towards the same stable or dynamic
pattern and this final pattern tends to
resist further input perturbation (see
the supplemental information online).
Catecholaminergic system:
neurotransmitter systems involving
dopamine (DA) and noradrenaline
(NA). The catecholaminergic nuclei
are located in the midbrain (DA:
ventral tegmental area and substantia
nigra; NA: locus coeruleus) and
project to large parts of the brain
(Box 1, main text). Catecholamines
are thought to modulate ongoing
neural activity by modulating signal
gain at the synapse.
Continuous performance task
(CPT): behavioural task to test
sustained attention and executive
functions [10]. Participants see a
sequence of random letters and have
to respond when the letter
combination ‘A’-‘X’ appears in
sequence. For all other stimuli and
stimulus combinations, participants
have to withhold a response.
Performance is mainly measured by
their error rates as errors of
commission and omission (cf below).
Decision temperature t: the
exchange rate between how much
we tempt an agent (or stimulate a
model neuron) and how much they
change their behaviour. Say an agent
is indifferent between options A
versus B (or a neuron between firing
versus not firing), with t = US $ 10 (or
t = 10 mV). Adding DV = t to the
value of A (or t to the neural input)
will shift behaviour by 23% towards
preferring A (or maximal firing). There
are interesting reasons for not always

Box 1. Neural Gain: Catecholamines Regulating Stability of Neuronal Systems

The brain can be thought of as a signal-processing machine that selects relevant information to act. Overburdening with
information means that it needs to decide which aspects of its inputs to treat as important by boosting these relevant
signals, and which aspects to treat as unimportant and attenuate. The brain cannot just rely on amplifying the strongest
signal and filtering out everything else, but must keep a balance between competing signals according to environmental
and internal demands. The degree to which neural signals are amplified or suppressed has been termed ‘neural gain’ and
this effect can be mimicked by a sigmoidal function (Equation I):

fG xð Þ ¼ 1
1 þ e% GxþBð Þ ; [I]

where an input signal x is amplified by the neural gain factor G [70] (Figure IA).

In high neural gain states (Figure IA, orange), neural populations strengthen strong and attenuate weak incoming signals.
This leads to neural representations that are less susceptible to noise [71]. Such states are most beneficial in conditions
where the brain needs to avoid distraction, such as fleeing from a predator.

By contrast, in low neural gain states (Figure IB, blue), the system is not dominated by the most prevalent signals and,
thus, it is more likely to detect weaker signals that may carry important information [29]. Such states can be helpful
because weak, but important, information might be carried in a nondominant channel. For example, seeing the silhouette
of a predator in the grass or in the periphery of vision.

Neural gain can also be related to neural attractor states: high gain leads to stable behaviours and attractor states
where neural networks quickly converge to stable firing patterns (Figure IC, pink starting states quickly and consistently
result in the same end states; cf supplemental information online). However, low gain is characterised by variable attractor
states and behaviours (Figure ID, pink starting states end up in multiple unstable states).

Neural gain should affect widespread neural populations. Thus, it is not surprising that the catecholaminergic neuro-
transmitter systems [i.e., dopamine (DA) and noradrenaline (NA)] have been found to function as neural gain modulators
[31,70–72]. Both systems innervate many cortical and subcortical areas (Figure IB). Moreover, these systems modulate
ongoing neural activity, rather than sending their own excitatory or inhibitory signals [29,70,73].

Although catecholaminergic systems have many similarities, they serve different functions: DA has strong projections to
prefrontal and striatal areas and has mainly been associated with learning and reward-related information processing
[40]. By contrast, NA mainly innervates prefrontal areas and, to a lesser extent, striatal areas [73]. It also subserves a
general focussing on relevant information, irrespective of the cognitive domain [74]. However, clearer distinctions are yet
to be drawn that might eventually help to diagnose impairments of either system.
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mathematical algorithms and neural circuit impairments (and vice versa). This approach also
provides fruitful hypotheses about potential neurobiological subgroups, which could be the
object of future investigation.

Neurocognitive Impairments in ADHD
To understand a psychiatric disorder, it is important to unite several levels of impairments
spanning symptoms, behaviour, neural, and neurochemical markers. Here, we selectively review

Glossary
Attention-deficit hyperactivity
disorder (ADHD): a developmental
psychiatric disorder characterised by
inattention, hyperactivity, and/or
impulsivity [5]. With a prevalence of
approximately 5%, it is one of the
most common psychiatric disorders
during childhood [3].
Attractors, neural: when perturbed
by external inputs, neural networks
change the pattern of activity of their
nodes (i.e., neurons). Recurrently
connected neural networks exhibit
nonlinear associations between
inputs and patterns of activity,
exhibiting state transitions towards
either stable patterns (e.g., point
attractors) or dynamic or complex
patterns (e.g., chaotic attractors).
Attractors share the common feature
that different inputs converge
towards the same stable or dynamic
pattern and this final pattern tends to
resist further input perturbation (see
the supplemental information online).
Catecholaminergic system:
neurotransmitter systems involving
dopamine (DA) and noradrenaline
(NA). The catecholaminergic nuclei
are located in the midbrain (DA:
ventral tegmental area and substantia
nigra; NA: locus coeruleus) and
project to large parts of the brain
(Box 1, main text). Catecholamines
are thought to modulate ongoing
neural activity by modulating signal
gain at the synapse.
Continuous performance task
(CPT): behavioural task to test
sustained attention and executive
functions [10]. Participants see a
sequence of random letters and have
to respond when the letter
combination ‘A’-‘X’ appears in
sequence. For all other stimuli and
stimulus combinations, participants
have to withhold a response.
Performance is mainly measured by
their error rates as errors of
commission and omission (cf below).
Decision temperature t: the
exchange rate between how much
we tempt an agent (or stimulate a
model neuron) and how much they
change their behaviour. Say an agent
is indifferent between options A
versus B (or a neuron between firing
versus not firing), with t = US $ 10 (or
t = 10 mV). Adding DV = t to the
value of A (or t to the neural input)
will shift behaviour by 23% towards
preferring A (or maximal firing). There
are interesting reasons for not always

Box 1. Neural Gain: Catecholamines Regulating Stability of Neuronal Systems

The brain can be thought of as a signal-processing machine that selects relevant information to act. Overburdening with
information means that it needs to decide which aspects of its inputs to treat as important by boosting these relevant
signals, and which aspects to treat as unimportant and attenuate. The brain cannot just rely on amplifying the strongest
signal and filtering out everything else, but must keep a balance between competing signals according to environmental
and internal demands. The degree to which neural signals are amplified or suppressed has been termed ‘neural gain’ and
this effect can be mimicked by a sigmoidal function (Equation I):

fG xð Þ ¼ 1
1 þ e% GxþBð Þ ; [I]

where an input signal x is amplified by the neural gain factor G [70] (Figure IA).

In high neural gain states (Figure IA, orange), neural populations strengthen strong and attenuate weak incoming signals.
This leads to neural representations that are less susceptible to noise [71]. Such states are most beneficial in conditions
where the brain needs to avoid distraction, such as fleeing from a predator.

By contrast, in low neural gain states (Figure IB, blue), the system is not dominated by the most prevalent signals and,
thus, it is more likely to detect weaker signals that may carry important information [29]. Such states can be helpful
because weak, but important, information might be carried in a nondominant channel. For example, seeing the silhouette
of a predator in the grass or in the periphery of vision.

Neural gain can also be related to neural attractor states: high gain leads to stable behaviours and attractor states
where neural networks quickly converge to stable firing patterns (Figure IC, pink starting states quickly and consistently
result in the same end states; cf supplemental information online). However, low gain is characterised by variable attractor
states and behaviours (Figure ID, pink starting states end up in multiple unstable states).

Neural gain should affect widespread neural populations. Thus, it is not surprising that the catecholaminergic neuro-
transmitter systems [i.e., dopamine (DA) and noradrenaline (NA)] have been found to function as neural gain modulators
[31,70–72]. Both systems innervate many cortical and subcortical areas (Figure IB). Moreover, these systems modulate
ongoing neural activity, rather than sending their own excitatory or inhibitory signals [29,70,73].

Although catecholaminergic systems have many similarities, they serve different functions: DA has strong projections to
prefrontal and striatal areas and has mainly been associated with learning and reward-related information processing
[40]. By contrast, NA mainly innervates prefrontal areas and, to a lesser extent, striatal areas [73]. It also subserves a
general focussing on relevant information, irrespective of the cognitive domain [74]. However, clearer distinctions are yet
to be drawn that might eventually help to diagnose impairments of either system.
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and shallow attractor states.

64 Trends in Neurosciences, February 2016, Vol. 39, No. 2

mathematical algorithms and neural circuit impairments (and vice versa). This approach also
provides fruitful hypotheses about potential neurobiological subgroups, which could be the
object of future investigation.

Neurocognitive Impairments in ADHD
To understand a psychiatric disorder, it is important to unite several levels of impairments
spanning symptoms, behaviour, neural, and neurochemical markers. Here, we selectively review
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Attention-deficit hyperactivity
disorder (ADHD): a developmental
psychiatric disorder characterised by
inattention, hyperactivity, and/or
impulsivity [5]. With a prevalence of
approximately 5%, it is one of the
most common psychiatric disorders
during childhood [3].
Attractors, neural: when perturbed
by external inputs, neural networks
change the pattern of activity of their
nodes (i.e., neurons). Recurrently
connected neural networks exhibit
nonlinear associations between
inputs and patterns of activity,
exhibiting state transitions towards
either stable patterns (e.g., point
attractors) or dynamic or complex
patterns (e.g., chaotic attractors).
Attractors share the common feature
that different inputs converge
towards the same stable or dynamic
pattern and this final pattern tends to
resist further input perturbation (see
the supplemental information online).
Catecholaminergic system:
neurotransmitter systems involving
dopamine (DA) and noradrenaline
(NA). The catecholaminergic nuclei
are located in the midbrain (DA:
ventral tegmental area and substantia
nigra; NA: locus coeruleus) and
project to large parts of the brain
(Box 1, main text). Catecholamines
are thought to modulate ongoing
neural activity by modulating signal
gain at the synapse.
Continuous performance task
(CPT): behavioural task to test
sustained attention and executive
functions [10]. Participants see a
sequence of random letters and have
to respond when the letter
combination ‘A’-‘X’ appears in
sequence. For all other stimuli and
stimulus combinations, participants
have to withhold a response.
Performance is mainly measured by
their error rates as errors of
commission and omission (cf below).
Decision temperature t: the
exchange rate between how much
we tempt an agent (or stimulate a
model neuron) and how much they
change their behaviour. Say an agent
is indifferent between options A
versus B (or a neuron between firing
versus not firing), with t = US $ 10 (or
t = 10 mV). Adding DV = t to the
value of A (or t to the neural input)
will shift behaviour by 23% towards
preferring A (or maximal firing). There
are interesting reasons for not always

Box 1. Neural Gain: Catecholamines Regulating Stability of Neuronal Systems

The brain can be thought of as a signal-processing machine that selects relevant information to act. Overburdening with
information means that it needs to decide which aspects of its inputs to treat as important by boosting these relevant
signals, and which aspects to treat as unimportant and attenuate. The brain cannot just rely on amplifying the strongest
signal and filtering out everything else, but must keep a balance between competing signals according to environmental
and internal demands. The degree to which neural signals are amplified or suppressed has been termed ‘neural gain’ and
this effect can be mimicked by a sigmoidal function (Equation I):

fG xð Þ ¼ 1
1 þ e% GxþBð Þ ; [I]

where an input signal x is amplified by the neural gain factor G [70] (Figure IA).

In high neural gain states (Figure IA, orange), neural populations strengthen strong and attenuate weak incoming signals.
This leads to neural representations that are less susceptible to noise [71]. Such states are most beneficial in conditions
where the brain needs to avoid distraction, such as fleeing from a predator.

By contrast, in low neural gain states (Figure IB, blue), the system is not dominated by the most prevalent signals and,
thus, it is more likely to detect weaker signals that may carry important information [29]. Such states can be helpful
because weak, but important, information might be carried in a nondominant channel. For example, seeing the silhouette
of a predator in the grass or in the periphery of vision.

Neural gain can also be related to neural attractor states: high gain leads to stable behaviours and attractor states
where neural networks quickly converge to stable firing patterns (Figure IC, pink starting states quickly and consistently
result in the same end states; cf supplemental information online). However, low gain is characterised by variable attractor
states and behaviours (Figure ID, pink starting states end up in multiple unstable states).

Neural gain should affect widespread neural populations. Thus, it is not surprising that the catecholaminergic neuro-
transmitter systems [i.e., dopamine (DA) and noradrenaline (NA)] have been found to function as neural gain modulators
[31,70–72]. Both systems innervate many cortical and subcortical areas (Figure IB). Moreover, these systems modulate
ongoing neural activity, rather than sending their own excitatory or inhibitory signals [29,70,73].

Although catecholaminergic systems have many similarities, they serve different functions: DA has strong projections to
prefrontal and striatal areas and has mainly been associated with learning and reward-related information processing
[40]. By contrast, NA mainly innervates prefrontal areas and, to a lesser extent, striatal areas [73]. It also subserves a
general focussing on relevant information, irrespective of the cognitive domain [74]. However, clearer distinctions are yet
to be drawn that might eventually help to diagnose impairments of either system.
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Can reinforcement learning account for behavioural variability across different tasks and cogni-
tive domains? In Box 3, we propose that increased variability can be explained by an altered
action selection process. At the core of this action, selection process is the decision temper-
ature parameter t, a measure of choice stochasticity. It describes to what extent the agent
sticks to what it effectively believes to be the best choice. Higher decision temperatures make
the agent more likely to choose from options currently estimated to have less-than-maximum
values. By contrast, lower temperatures make the agent choose the highest value option more
often, thereby avoiding alternatives even if they have almost the same value (Box 3). Thus,
increasing t elicits more variable behaviours, even in simple stimulus–response tasks. A similar

Box 3. How Neural Gain Affects Action Selection: The Algorithmic Level

Mathematical accounts of decision making and learning allow underlying mechanisms to be formalised in precise terms.
Such formulations were first introduced during the early 20th century by Hull, Thorndike, and others, and have
experienced a renaissance in recent years. Models based on reinforcement learning (RL) theory [65] have proved to
be particularly useful to describe neural processes, such as phasic DA [40].

Reinforcement learning models often invoke two complementary modules: a valuation module that describes how values
are learned or inferred from environmental cues, and a second module that describes an action selection process that
explains how an agent selects between multiple choice options. It does this by taking the observation into account that
humans and animals do not always choose the best option exploitatively, but select the option with a frequency
proportional to its value (Herrnstein's matching law [77]). This is usually formulated as a softmax decision function
(Equation I):

p aið Þ ¼ eQ aið Þ=t

XN

k¼1

eQ akð Þ=t

; [I]

where the probability of choosing option ai is relative to the value of the alternative options Q a1...Nð Þ½ %. Importantly, the
decision arbitration is modulated by a decision temperature parameter t. This parameter moderates how deterministically
the selection process follows the goodness of the choice options. In other words, the temperature t dictates whether an
agent strictly exploits the best option or whether it shows a more variable behaviour that allows selection of options with
lower values. A low temperature parameter t (Figure IA, orange) determines a high exploitative behaviour, whereas a high
temperature parameter t stands for an exploratory, variable behaviour (Figure IA, blue).

The neural implementation of a decision temperature t (or its inverse formulation: precision) has only recently started to be
studied. In decision-making and planning, t is proposed to be encoded by DA [78,79]. More recent accounts of
noradrenergic neural gain also render a likely modulator of a decision temperature [29,74,80]. This is reasonable because
high neural gain more strongly suppresses low-valued options and boosts high-valued options, rendering action
selection more deterministic, whereas low neural gain dissociates less strongly between these options and facilitates
selection of nonoptimal options.

Here, we illustrate how an increased decision temperature can mimic ADHD variability in the CPT (Figure IB, cf
supplemental information online), where subjects have to respond when an A-X-sequence appears and an increased
temperature causes ADHD-like error patterns (Figure IC).
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Figure I. Algorithmic Level of Neural Gain Impairment. On the algorithmic level, (A) neural gain can be described by a
change in the softmax decision steepness parameter. (B) Simulated data of the continuous performance task illustrates the
effect of that parameter: (C) low gain renders behaviour more variable and ADHD-like (reference data from Losier et al. [10]).
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TABLE 1 Summary of Significant Standard Mean Difference Meta-analyses Findings

Source
Biomarkers

Symbol d p

Significant after
Bonferroni
correction?

Significant
Heterogeneity?

Publication
Bias?

Associated with
Drug

Response?

Associated with
Symptoms
Severity?

Associated with
Neurophysiological/

Cognitive functioning?

Urine NE 0.41 .003 Yes No No Yes: 2 Yes No
Urine MHPG !0.43 .002 Yes Yes No Yes: 2 Yes No
Platelet MAO !1.05 ".0001 Yes Yes No Yes: 1 Yes No
Urine NM 0.51 .05 No Yes No No No No
Urine M 0.45 .009 No No No No No No
Serum ferritin (iron stores) !0.86 .01 No Yes No No Yes Yes
Serum/plasma/urine Zn !0.88 .0003 Yes Yes No No Yes Yes
Saliva Cortisol !0.31 .0001 Yes No No Yes: 1 Yes No

Note: MAO # Monoamine oxidase; MHPG # 3-methoxy-4-hydroxyphenylethylene glycol; M # Metanephrine; NE # Norepinephrine; NM # Normetanephrine; Zn # Zinc.

SC
A

SSELLA
TI

et
a
l.

JO
U

RN
A

L
O

F
TH

E
A

M
ERIC

A
N

A
C

A
D

EM
Y

O
F

C
H

ILD
&

A
D

O
LESC

EN
T

P
SY

C
H

IA
TRY

V
O

LU
M

E
5
1

N
U

M
B
ER

1
0

O
C

TO
B
ER

2
0
1
2

1
0
1
2

w
w

w
.ja

a
ca

p
.org

Adise'yo	
  et	
  al.	
  
2014	
  



Considerazioni	
  conclusive	
  e	
  di	
  u'lita’	
  nella	
  
pra'ca	
  clinica	
  a	
  par're	
  dai	
  da'	
  di	
  ricerca	
  

•  Al	
  momento	
  non	
  esistono	
  affidabili	
  parametri	
  neuro-­‐biologici	
  in	
  
grado	
  di	
  aumentare	
  l’accuratezza	
  diagnos'ca	
  ne’	
  di	
  imporsi	
  come	
  
indici	
  prognos'co-­‐terapeu'ci	
  nell’ADHD	
  in	
  eta’	
  evolu'va	
  o	
  
nell’adulto;	
  

•  Tu]avia,	
  recen'	
  conoscenze	
  neurobiologiche	
  fanno	
  ipo'zzare	
  che	
  
la	
  modulazione	
  dell’outcome	
  nell’ADHD,	
  anche	
  nell’adulto,	
  e’	
  
principalmente	
  funzione	
  del	
  rimodellamento	
  cor'cale	
  e	
  dei	
  
rappor'	
  della	
  corteccia	
  con	
  le	
  stru]ure	
  so]o-­‐cor'cali;	
  	
  

•  Poiche’	
  la	
  scelta	
  del	
  tra]amento	
  farmacologico	
  piu’	
  ada]o	
  passa	
  
dal	
  saper	
  leggere	
  in	
  maniera	
  dinamica	
  l’interazione	
  sindromica	
  
dimensionale	
  e	
  lo	
  stadio	
  della	
  traie]oria	
  evolu'va	
  al	
  quale	
  ogni	
  
paziente	
  viene	
  interce]ato,	
  sono	
  gius'fica'	
  studi	
  di	
  imaging	
  mul'-­‐
modale	
  e	
  di	
  biomarkers	
  neuro-­‐radiologici	
  e	
  non	
  neuro-­‐radiologici	
  
che	
  rifle]ano	
  aspet	
  dinamici-­‐longitudinali-­‐neuroevolu'vi	
  u'li	
  in	
  
senso	
  diagnos'co,	
  prognos'co	
  e	
  terapeu'co.	
  



Grazie	
  per…l’A]enzione!	
  


